
 

  

 

 

MINISTRY OF SCIENCE AND HIGHER EDUCATION 

OF THE RUSSIAN FEDERATION 

Federal state autonomous educational institution of higher education 

“South Ural State University (National Research University)” 

Polytechnic institute  

Power engineering faculty 

Industrial Heat Power Engineering department 

Classifier number and the name of the Master's program 

13.04.01 “Heat Power Engineering and Heat Engineering” 

 

 

THESIS WORK 

IS VERIFIED BY 

Director  

of Repair & constructions Ltd. 

 

_____________ K.A. Khasanov  

«_____» ____________ 2020 

 

 

    ALLOW TO DEFEND 

    Head of department 

   “Industrial Heat Power Engineering” 

    Candidate of technical sciences,  

    associate professor 

    ______________ K.V. Osintsev  

    «_____» ___________ 2020 

 

 

Research on service discovery based on semantic Web 

 

     THESIS WORK OF THE MASTER'S PROGRAM 

  «HEAT POWER ENGINEERING» 

SUSU-13.04.01.2020. 290.06.EN TW 

 

                                                                             Head of the Master's program, 

        Candidate of technical sciences, 

        associate professor 

        ______________ K.V. Osintsev                                                                                                       

        «_____» __    _______ 2020 

 

 

 

        Head of work, 

        Grand PhD, professor  

        ______________ A.A. Alabugin 

       «____» _____________ 2020 

 

        Author of work, 

        Student of Master's program 

        of P-284 group 

         ________________ Y. Sang  

        «_____» ____________ 2020 

  

                                             Chelyabinsk 2020                                                  

http://zief.susu.ac.ru/


 

      

13.04.01.2020.290.06.EN TW 
 

     

  Page   Document #  Signature  Date 

 Student  Y.Sang 

 

ZZhonghao 

  

Research on service discovery 

based on semantic Web 

 

Letter Page Pages 
 Head of work  Alabugin A.A.   T W  3 57 
    

SUSU 

Department «Industrial Heat 

Power Engineering» 

N.controller  Alabugina R.A 

R.A. 
  

 Head of dep.  Osintsev K.V.   

  

                                                     ANNOTATION     

                                             

Y. Sang. Research on service discovery based on semantic Web 

–  Chelyabinsk: SUSU, PI, PEF; 2020, 57 p., 14 figure, references 

– 54, 10 slides of presentation  

 

                

The main research content of this paper is to face the problem of semantic Web ser-

vice discovery, and it is expected to improve the clustering algorithm service by com-

bining the document topic model to perform service discovery. And the article finally 

introduces the application of semantic-based Web services in thermal power. 

TW purpose – Aiming at the description method of semantic-based services, we 

have studied the leading achievements in the field of semantic web-based service dis-

covery at home and abroad, optimized and improved on this basis, put forward our own 

research ideas, and improved the service discovery algorithm to make it good scalability 

and efficiency. And based on the SWOT matrix, it analyzes the application of semantic-

based Web services in thermal power. 

TW contains: the development of semantic Web discovery; word vector, word2vec 

model; LDA theme model; clustering algorithm; service matching; service discovery 

processing; SWOT; thermal power; Gantt chart.      
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ABSTRACT 

 

Due to the large number of Web services available on the Internet, the process of We

b service discovery is becoming complicated and time-consuming. Web service discove

ry is based on the description of the target service user, and according to a certain servic

e matching algorithm from the service registration center to find the service that matche

s the user's demand description. Since the number of Web services is growing rapidly, h

ow to quickly and accurately return the service requested by the service requester is the 

hotspot of current research. Here we have conducted in-depth research on the problem o

f semantic Web-based service discovery. 

Faced with the massive amount of information provided by Web service providers, be

fore using service discovery, the word2vec method fused with TF-IDF is used to represe

nt the text vector, and the text description part of the Web service is semantically expan

ded by training the Wikipedia corpus. The model, Gibbs distribution is assigned, and th

e document-topic probability distribution matrix is obtained. In order to improve the effi

ciency of service discovery and reduce the service matching time, cluster processing is p

erformed. Aiming at the problem that the K-means algorithm is sensitive to the initial cl

ustering center and the calculation amount of the hierarchical clustering algorithm is par

ticularly large and the processing speed is slow, an improved KMHC clustering algorith

m is proposed based on the K-means clustering and hierarchical clustering algorithms. T

he Web services are clustered according to the service text description information to ob

tain K cluster clusters. In each cluster cluster obtained, there is a Web service as a cluste

r center, which represents this cluster cluster. When a service requester requests a servic

e, calculating the Euclidean distance between the requested service and the representativ

e service in the cluster cluster, and determining which service cluster the service belong

s to can reduce the matching time. Then, by calculating the similarity of the input and o

utput parameters based on the semantic similarity calculation method of the ontology co

ncept, the functions are matched to obtain the service that meets the service request in th

e service cluster, and return the matched service to the user. Finally, through experiment

s, the optimal number of topics under the LDA topic model is first determined, and then

 when the optimal number of topics K is 20, it is verified that this method has better serv

ice discovery efficiency than traditional methods, and the accuracy rate The recall rate h

as also been improved. Finally, we analyzed the application of semantic-based Web serv

ices in thermal power through the SWOT matrix, and showed our work through the Gan

tt chart. 
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   1 INTRODUCTION 

           

   1.1 The background of the subject and the purpose and significance of the 

   research 

  

  The development of information technology makes the network environment more 

and more complicated, and at the same time, many Web service technologies have 

emerged. With the in-depth research and development of semantic Web service tech-

nology, the emergence of a large number of Web service technologies has brought a lot 

of convenience to users, but also brought new challenges. For example, how to improve 

the degree of automation of information integration and realize dynamic and integrated 

business processing. 

 

 1.1.1 Background 

   
  Due to the popularity and scale of Web applications, the types of services have be-

come more and more abundant. As a standard for remote access, Web services are also 

changing user needs. Web service discovery refers to the way to quickly and efficiently 

select the correct matching method from multiple services according to user needs (such 

as functional requirements) to find the service they need. Service matching is the focus 

and hotspot in the field of service research, which directly determines the efficiency and 

performance of users in obtaining services. Changed many restrictions on application 

communication between users and enterprises. Web service discovery relies on keyword 

matching between the service and the request. However, due to the limited service de-

scription ability based on keywords and grammar, it is impossible to distinguish the 

case of one-time polysemy. For the problem of data scale and diversified types, service 

discovery Efficiency is low. In order to improve the flexibility and scalability of Web 

service discovery, scholars have proposed semantic Web services to promote the auto-

mation of Web service publishing, discovery and execution. This paper focuses on the 

semantic-based service description method, researches the domestic and foreign frontier 

achievements in the field of semantic Web-based service discovery, optimizes and im-

proves on this basis, proposes its own research ideas, and improves the service discov-

ery algorithm to make it have Good scalability and efficiency. 

  Semantic Web services add semantics that computers can understand on the basis of 

traditional services, expand the semantic level of interpretation, and make the entire In-

ternet a common medium for information exchange. Traditional Web services are inter-

preted using the WSDL [1] (Web Services Description Language) language. WSDL is a 

syntactic-level Web service description that does not have semantic interpretation. Se-

mantic Web services are explained with OWL-S [10] (Ontology Web Language for 

Service). The core of semantic Web services is Ontology, which uses Ontology's de-

scription and interpretation language. Ontology is a formalized description of shared 

concepts, which can be used for conceptual reasoning. At present, most of the content 

described in Web services can only be read and understood by humans. Because seman-
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tic information is added to the Semantic Web, through semantic interpretation, the com-

puter can read and analyze the information on the Web before the system can effectively 

be Become an entity that can interact with the machine. In the process of service match-

ing, make full use of ontology reasoning ability. Due to the introduction of semantic 

level information and semantic level matching, the results can be more accurate, allow-

ing the computer to read and analyze the information on the Web to coordinate the op-

timization results. 

 

  1.1.2 Research purpose and significance 

 

  Based on the existing Web service discovery research, this paper gives a cluster-

based semantic Web service discovery method. The discovery process should first lo-

cate the corresponding service in the registry. We use the proposed clustering algorithm 

to lock the service in Similar service clusters. Before clustering, the text description 

content of each Web service is first preprocessed, and then the obtained data set is se-

mantically expanded to establish an LDA topic model, and then clustered. Semantic 

augmentation helps improve the accuracy of service matching when requesting the ser-

vice matching process. Calculate the distance between the requested service and the 

service cluster center according to user service needs, determine which cluster cluster 

the service is in, and store the services in the cluster into the priority queue. Finally, the 

concept similarity is calculated according to the input and output parameters of the ser-

vice's functional attributes, and the optimal service is selected and returned to the user. 

With the wide application of service-oriented architecture technology and the explosive 

growth of the number of services on the Internet, the research content of this topic has 

certain practical application prospects. 

 

 1.2 Research status at home and abroad 

 
 As one of the important implementation methods of service-oriented architecture, 

Web services are developing rapidly. The advantage of Web services is that it can 

search a large number of services in the registry according to the different needs of us-

ers, and then provide users with functions that meet the needs in the form of services. 

As the demand for SOA (Service Oriented Architecture) grows, Web services have be-

come an outstanding technology that can provide good solutions for the interoperability 

of different types of systems. Web services mainly support interoperability, which is its 

main purpose. It eliminates the shortcomings of existing technologies and becomes 

popular with the implementation of SOA. Web services have three main platform ele-

ments, which are SOAP [4] (Simple Object Application Protocol), XML (Extensible 

Markup Language), WSDL (Web Services Description Language) and UDDI [6] (Uni-

versal Description, Discovery and integrated). The main advantage of using Web ser-

vices is the interoperability of attributes. All communication between providers and 

consumers is based on XML. Using XML technology as part of Web services will be-

come reliable. SOAP is a communication protocol between service providers and ser-
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vice consumers and UDDI. It is a protocol mainly based on XML for Web services, and 

is a standard given by W3C. UDDI is a registry for storing Web service information. SC 

can use the stored information to   access the Web service, and can use standard prede-

fined formats to access the information provided in the registry. 

  How to improve the discovery effect of Web services is a key problem to be solved 

in the field of service-oriented computing. Traditionally, the discovery of Web services 

has functional attributes such as input, output, prerequisites and effects, ignoring the 

multi-faceted docking framework for Web service discovery using service quality pa-

rameters [11]. In response to this problem, Zhong Mei et al. [9] extended the OWL-S 

language and gave an understanding of the neighborhood construction method. For ser-

vice quality issues, add a description of quality of service (QoS), and propose to use ad-

ditional relationships, which represent a feasible solution. The search is performed using 

semantic similarity, a five-level three-stage multi-level matching process is proposed, 

and it provides a basis for designing a powerful and effective tool for distributed search 

algorithms. Xu Guopeng et al [12] established a QoS model for progressive adaptation 

and screening, proposed an improved semantic Web service discovery method within 

QoS constraints, introduced candidate service management and achieved high quality, 

and provided the basis for implementing a service configuration plan. Literature [13] 

proposed the use of fuzzy particle swarm optimization to improve the deficiencies in the 

existing methods of semantic Web service discovery based on quality of service (QoS).  

According to the service discovery problem, the position and velocity of the particle are 

defined. For the immature convergence problem of the particle swarm algorithm, fuzzy 

theory and incremental inertia factor are introduced to improve the precision of the se-

mantic web service discovery method based on the particle swarm algorithm. Literature 

[14] believes that current service discovery methods assume that the QoS attributes of 

services are represented by an accurate real number, without considering the ambiguity 

of QoS attributes. Due to the ambiguity of certain QoS attributes, they are described by 

an accurate real number Its value is unreasonable. Therefore, a service discovery algo-

rithm that supports fuzzy QoS is proposed, and the method of using interval numbers is 

used when describing QoS attributes with ambiguity. 

  Xia et al. [15] proposed an effective social-like semantic awareness service discov-

ery mechanism called SLSA by imitating human-like social behavior. And through co-

operative intelligence, you can discover the services you need in a fast and scalable 

manner. And considering the semantic similarity and semantic relativity of the two con-

cepts in the domain ontology, fuzzy logic methods are introduced to calculate their rele-

vance for service ranking. Reference [16] takes the idea of semantic similarity calcula-

tion of information content into consideration and proposes a method that uses service-

based IO (input, output) semantic matching and semantic content-based similarity cal-

culation. Ou Weijie et al [17] improved the shortcomings of the original bipartite graph 

optimal matching algorithm. Aiming at the problem that the traditional keyword-based 

and semantic matching method has low recall rate and low efficiency, which can not 

meet the practical application, the concept similarity calculation based on hierarchical 

ontology is realized, and a prototype system of Web service discovery is realized ac-
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cording to the algorithm. Farrag [18] proposed a matching algorithm based on semantic 

distance (SDMA). The basic idea is to use the measurement of the semantic distance be-

tween the user request and the test service as an indicator of the degree of correlation 

between them, and a concept tree is proposed to facilitate the calculation of the concepts. 

distance. First, extract the I / O concept set of the Web service, and then use the bipartite 

graph matching method to calculate the most phrase meaning distance of the two con-

cepts in WordNet, measure the similarity between the concepts, and achieve Web ser-

vice matching. However, due to the concise interface information, it is easy to cause in-

formation loss, which may reduce service. 

  Literature [19] studied the influence of community relations among multiple users 

on Web service discovery results. According to the principle that the correlation be-

tween Web services and user interest background is strong to weak, the community re-

lations between users are decomposed into Preference relationship, cluster relationship 

and trust relationship give the formal methods of these three relationships. Based on the 

formalized community relationship, a differential service discovery strategy is proposed, 

and a web service discovery system framework based on user community relationship is 

constructed to gradually retrieve or recommend candidate web services. Literature [20] 

introduced situation factors to learners who were dissatisfied or unstable with the learn-

ing services provided by the e-Learning service discovery system, and designed a learn-

ing service discovery algorithm-eLSDACA. The algorithm perceives the learner's learn-

ing situation, forms the learner's situation ontology, and participates in the process of 

service discovery. Reference [21] proposes a Web service discovery method based on 

user context clustering to quickly discover Web services with high user suitability. In-

corporating clustering and inverted index technology into Web service discovery algo-

rithms, using BIRCH clustering ideas to cluster user contexts, effectively narrowing the 

search range of Web services, and inverted index technology can quickly locate services 

and further optimize the Web The time the service was discovered. Reference [22] 

matches the user interest model with the academic resource model. The article builds an 

academic resource model through the citation structure network, LDA topic distribution, 

and feature word distribution. Combined with the academic resource model, it calcu-

lates the user ’s interest in the browsed academic resources and calculates its Similarity, 

and finally the top N academic resources with the highest calculated user interest value 

are returned to the user. As the current service clustering algorithm can not achieve mul-

ti-functional clustering of services, literature [23] proposes a multi-functional clustering 

method of Web services based on LDA topic model and fuzzy C-means algorithm. 
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    2 OVERVIEW OF THEORY RELATED TO SEMANTIC WEB SERVICES 

 
    2.1 Web service 

 
  Web service is a communication mechanism between applications. They have the 

advantages of independence, low coupling, independence and programmability, and can 

be released and called. By using Open XML (Extensible Markup Language) to describe, 

publish, search, tune and define these applications, provide interoperable applications 

for cross-platform application services and eliminate system heterogeneity [26]. In a 

deeper sense, Web services are an extension of Web applications. It can be used to de-

scribe, publish, search, and call the Web through independent, self-describing modular 

applications. Typical network services are DNS, FTP, Telnet, WINS, SMTP, etc. Web 

services use common Internet standards such as HTTP and XML, and are widely used 

in e-commerce, e-government, company business process electronic and other fields, 

allowing people to access data on the Web through different terminal devices in differ-

ent places, such as online booking, Check reservations, online reservations, etc. There-

fore, Web services have the advantages of object-oriented technology based on XML. 

The system structure of the Web service has three main roles. The distribution is the 

service provider, the service request, and the service registry. The relationship between 

them is shown in figure 2.1. 

 

 
 

Figure 2.1 – Web service architecture 

 

  From a technical point of view, the service provider describes the service through 

WSDL (Web Service Description Language), and then publishes it on the commercial 

registration center UDDI, and accesses it through SOAP (Simple Object Access Proto-

col), which can deploy the Web service as a Web Objects and reusable software mod-
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ules, so that developers and e-commerce applications can search and locate the service. 

When WSDL defines specific deployment access service points, it combines related ac-

cess points to obtain an abstract overall Web service. Then, it abstracts the request / re-

sponse message information used during the access and associates the abstract infor-

mation with a specific transmission protocol and message format [24]. UDDI provides 

service registration annotations, mainly launched by Ariba, IBM, Intel and other com-

panies. The core component is UDDI commercial registration. The company registers 

the service together and combines the online services that other companies want to find 

so that other companies can find the service. For Web services, SOAP is a lightweight 

protocol for exchanging information. It can remotely call services on other computers, 

and at the same time send information on the local computer to the remote computer. 

This is the same as the purpose of the remote call protocol (RPC). of. The parameters of 

the SOAP transfer method are mainly used to make Web calls through XML documents. 

The specific contents of WSDL, UDDI, and SOAP are divided into three sections to in-

troduce. 

 

   2.1.1 WSDL 

 
  WSDL [1-3] is an abbreviation of Web Services Description Language (Web Ser-

vices Description Language). WSDL is used to accurately describe the documents of 

Web services. It is written in XML and is an interface definition language that can de-

scribe the interface information of Web services. 

  The WSDL document can be divided into two parts: abstract definition and specific 

description. WSDL describes the Web service and explains how to communicate with 

the Web service, provides users with detailed interface instructions, specifies the loca-

tion of the service and the operations provided by the service. The elements contained in 

the WSDL document are shown in table 2.1. 

 

Table 2.1 – Document composition 

 

Composition 

 

Feature 

Port Type Specific protocol and data format specifications for specific port 

types 

Binding Bundled protocols and information formats 

Port A single endpoint defined as a combination of binding and network 

address 

Service A collection of related service access points, including related inter-

faces, operations, messages, etc 

Type Data type defined container 

Message The abstract type definition of the communication message, which is 

composed of one or more parts 

Operation Abstract description of the operations supported in the service 
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      WSDL defines four information exchange methods, as is shown in table 2.2. 

 

Table 2. 2 – Information exchange methods 

 

 

Information exchange 

methods 

 

Meaning 

One-way Endpoint accepts information 

Request-response The server accepts the request message from the service re-

quester and sends a response message 

Solicit-response The service requesting end sends a message and then re-

ceives a reply message 

Notification Endpoint sends message 

 

  2.1.2 UDDI 

 
  UDDI [6-7] is the abbreviation of Universal, Description, Discovery and Integration, 

which means unification, description, discovery and integration. This is a Web-based, 

distributed cross-platform description paradigm, which builds a platform-independent 

and open framework to provide information registration standard specifications for Web 

services. Its main purpose is to describe services through the Internet, discover business, 

and integrate business services, create a global standard to provide self-service for each 

company, so that each company can understand each other, so as to make common pro-

gress on the network. UDDI is a public registration and one of the most important pub-

lic technologies. The working principle of the UDDI registry is to build assembly tech-

nology, which is a multi-purpose application. 

  The system integration framework based on UDDI is composed of three parts: sys-

tem providing layer, system integration layer and user layer. It includes a third-party in-

tegration platform and a metadata that meets the user's dynamic state source acquisition 

and business requirements, implements special needs supervision, and provides stand-

ards-based specifications for description and discovery services. 

 

  2.1.3 SOAP 

 
  SOAP [4-5] (Simple Object Access Protocol) stands for Simple Object Access Pro-

tocol. It is a communication protocol. It is lightweight, simple, and based on XML 

standardization. It is designed to exchange structured and Cured information. The 

SOAP protocol consists of four parts [25]. SOAP can be used in conjunction with many 

existing Internet protocols and formats such as Multipurpose Internet Mail Extension 

Protocol (MIME), Simple Mail Transfer Protocol (SMTP), Hypertext Transfer Protocol 

(HTTP), and so on. The purpose of SOAP is to transfer data between various systems 

distributed across the network. When applications and services communicate, the most 



 

     
 

page 

      

14 

 

 

Изм 

 
 Page  Document #  Signat. Date 

 

13.04.01.2020. 290.06 EN 

1
4 

common method of exchanging data between the two systems is to use messages. The 

message sent to the service will call the method provided by the service, and then ask 

the service to perform a specific operation. The service uses the information contained 

in the message to perform functions when necessary, and returns the result in another 

message. These modes define the format of the message sent over the network, includ-

ing that the message may contain some type of data, and the message must be config-

ured so that another server can correctly interpret it. The SOAP message format in-

cludes four parts, namely: SOAP envelope, SOAP encoding Style, SOAP header, SOAP 

body. SOAP is located above the interconnection protocol and can be used to send and 

receive data with other networks. Most firewalls can receive service requests, so they 

are used to allow services to communicate through the firewall. 

 

  2.2 Semantic Web services 

 

 Semantic Web service is a new Web service model, which aims to solve the problem 

of using semantic analysis to match or search traditional Web services. In order to better 

understand the computer, the semantic Web service technology combines semantic and 

Web service technology. Combining ontology technology with Web services, using se-

mantic ontology to model Web services, provide more accurate semantics, and perform 

service matching based on the similarity of domain ontology concepts. The semantic 

level describes the service interface, service message, service structure and service in-

teraction. We propose a semantic Web service description language that uses descrip-

tion logic and logical reasoning to perform automatic detection, tracking, and recovery 

of Web services. 

 

   2.2.1 Semantic Web 

 
  The Semantic Web is a network that describes things in a way that computers can 

understand. The Semantic Web will define a structure for meaningful content on a web 

page and create an environment where software agents that jump from one page to an-

other can easily perform complex tasks for users. The Semantic Web describes things in 

a way that computer applications understand. It is a general framework designed to 

bring machine-readable information online. When the Semantic Web first appeared, its 

content was human-readable, and the computer could not understand and manipulate it. 

The Semantic Web is a network with data at its core, in which information can be un-

derstood and processed by machines. "Semantic" means that the computer can under-

stand the meaning behind the rich expressions of numbers, can understand the pictures 

and links on the web page, and can clearly define the relationship between the web page 

pointed to by the link and the current web page. The Semantic Web chooses a richer 

way to express the meaning of the data so that the machine can understand the data. 

"Network" hopes to interconnect various forms of data to form a huge information net-

work, such as the Internet with linked web pages, but the basic unit is not subdivided. 

To search or access the Semantic Web, we need "Semantic Web Agent" or "Semantic 
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Web Service". These "agents" or "services" will help us find what we are looking for on 

the Semantic Web. The Semantic Web describes the relationship between things (for 

example, X is part of Y, and A is a member of B) and the attributes of things (such as 

weight, place of origin, price, raw materials, etc.). The Semantic Network describes 

network resources using RDF (Resource Description Framework). RDF can describe 

network information and resources. This is a markup language. Computer programs can 

search, analyze, and process data in RDF. 

 

  2.2.2 Ontology 

 
  Ontology is a formal sharing concept and a key factor in solving heterogeneous se-

mantics and systems. It contains rich semantic information and can provide important 

support for research and related applications in the fields of semantic web, knowledge 

representation, question answering system and information extraction, information re-

trieval, etc. Therefore, how to construct the ontology quickly and effectively has a very 

important research value. Researchers have proposed a variety of effective ontology 

construction methods from different perspectives. Overall, these ontology construction 

methods can be divided into manual construction methods, automatic and semi-

automatic technology construction methods. Manual ontology construction methods 

need to rely on experts in the ontology field to participate. However, because this meth-

od relies on domain experts' understanding of concepts and relationships, experts in dif-

ferent fields have not reached a consensus. This method has many disadvantages, such 

as high construction cost, low efficiency, strong subjectivity, and inconvenience for 

transplantation. The step-by-step construction method of ontology based on automatic 

and semi-automatic technology does not require manual participation (or requires little 

participation), and can easily use the latest research results in other research fields (ma-

chine learning, artificial intelligence, natural language processing, etc.), More compre-

hensively and quickly build different data sources for Ontology. In this way, a large 

number of concepts and relationships between concepts are obtained from a large 

amount of text, machine-recognizable databases, dictionaries and other text data sources. 

The advantage of this method is the large amount of operable data, easy access, and the 

ability to mine more potential knowledge. More and more researchers begin to pay at-

tention to how to effectively use text resources to automatically build ontology. 

 

  2.2.3 Overview of semantic Web services 

 
  Semantic Web service is independent of the development platform and is a modular 

application with self-contained and self-describing features. Service providers publish a 

large number of services on the Internet and use open standards to provide services to 

users. However, because many Web services lack some necessary semantic description 

information and the dynamics and heterogeneity of the environment, the basic functions 

of Web services lack accurate descriptions. Therefore, the problem of Web service in-
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teraction can be solved by increasing the semantic information interaction between the 

service requester and the service provider and adding the semantics to the Web service. 

  Semantic Web service is a combination of semantic Web technology and Web ser-

vice technology. Ontology technology is introduced on the basis of Web service. In or-

der to accurately describe the semantics of Web service, the rich semantic description 

function of Semantic Web and the powerful logic reasoning function are used to enrich 

Semantic information of Web services. Through the description with semantic infor-

mation and the reasoning function of the ontology, it is convenient for the computer to 

understand and access, so that the Web service can be understood by the computer and 

transparent to the user, and the service can be automatically discovered, combined, 

monitored and invoked. Figure 2.2 shows the idea of combining semantic Web and Web 

services into a new semantic Web service technology. 

 

 
 

Figure 2.2 – Semantic Web service 

 

  The logical reasoning based on semantic ontology can realize the automatic discov-

ery, invocation, matching, management, tracking and realization of Web services, which 

can realize the direct interaction of describing service interfaces, service structures and 

service messages on the semantic level. The combination of Web services and Semantic 

Web technology realizes service-oriented computing and service-oriented architecture. 

 

  2.2.4 Semantic Web service description language 

 
  At present, in the research of semantic Web services, the description languages with 

greater influence are mainly WSDL, OWL-S, WSMO / WSML, SWSO / SWSL and so 

on. Among them, OWL-S [32] (Ontology Web Language for Service), which represents 
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the web service ontology language, is a new generation of markup language built on 

OWL (Web Ontology Language, ontology web language) launched by Darpa and used 

to describe web services, Using description logic to achieve its reasoning. It describes 

the semantic information of Web services according to the W3C standard ontology lan-

guage. It was once recommended by W3C as a standard semantic Web Service descrip-

tion language as an ontology in 2005. OWL-S's Web service description model can de-

scribe semantic Web services. Its basic description of services includes basic infor-

mation, functional information and attributes of services.OWL-S describes Web service 

attributes and functions based on ontology, which is a service description specification. 

In OWL-S, a service is usually composed of Service Profile (ontology of service de-

scription information), Service Process (service process), and Service Grounding (ser-

vice base point). Description. The function description follows in figure 2.3. 

 

 
 

Figure 2.3 – OWL-S service description specification diagram 

 

  2.3 Similarity analysis of semantic Web services 

 
  Semantic similarity refers to calculating the similarity between concepts or language 

words. These words are not necessarily lexical similar, also known as semantic associa-

tion. It attaches metrics to the document set or terms that are marked in the document 

according to semantics. The goal of the Semantic Web is to build a network system 

based on information semantics rather than grammar. The lack of common words in the 

document does not mean that they are different or irrelevant. With the development of 

ontology research and the development of more extensive application of ontology tech-

nology, more and more researchers suggest to use structural domain ontology to calcu-

late concept similarity, especially the semantic information in WordNet ontology is 

widely used in semantic similarity Calculation [28]. Various algorithms are used to cal-

culate the logical similarity to prove whether the documents or sentences with different 

vocabulary are semantically the same or similar. Semantic matching faces the problems 
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of polysemy, synonyms, and concept matching, and the semantic similarity measure in-

dicates the taxonomic closeness between concepts. 

 

  2.3.1 Similarity based on semantic distance 

 
  Semantic distance is a mathematical metric that expresses the shortest correlation 

length in the inheritance relationship or binary relationship chain existing in two differ-

ent concepts in the same ontology. The shorter the connection path between the two 

concepts in Ontology, the more similar they are. We calculate the semantic similarity 

between concepts by calculating the semantic distance between concepts in WordNet. 

According to the semantic similarity, the matching degree of the two Web services can 

be measured. The application principle of the semantic similarity algorithm based on 

semantic distance is: the shorter the semantic distance between concepts, the stronger 

their semantic similarity. The basic idea of the semantic distance similarity algorithm is 

to treat the concept in the ontology as a node in the ontology tree. The semantic simi-

larity between two nodes is expressed by the distance between the nodes and the depth 

of the node position in the ontology tree to express the depth of concept. On the basis of 

the inheritance relationship of ontology concepts, the connection relationship only refers 

to the is-a relationship between two concepts. The relationship between the concepts is 

a unidirectional relationship, which is inversely proportional to the geometric distance 

between concepts. The closer the two concepts are, the higher the semantic similarity, 

and the further the distance, the lower the semantic similarity between the concepts. 

  In order to quantify the matching degree between semantic Web services and make 

it more accurate, we use [0,1] as the service matching similarity metric to measure the 

matching degree between Web services. The formula for calculating the semantic dis-

tance can be defined as (2.1): 

    

                                   

( ) ( )
ist(s , )

( ( , ))

i j

i j

i j

depth s depth s
D s

depth LCA s s


                                            (2.1) 

 

where ,
i j

s s  represents two concepts in the ontology tree and ,
i j

LCA s s（ ）represents the 

nearest common ancestor of ,
i j

s s .  ,
i j

Dist s s  is used to represent the semantic distance 

between two concepts and  i
depth s represents the depth of the

i
s . Here, the root node 

depth of the ontology tree is defined as 1, and the depth is increased by 1 for each addi-

tional layer.The similarity formula is defined as (2.2) and (2.3): 
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where among them, m is the total level of the ontology tree, l The number of layers 

where the ontology concept is located. 

  Formula (2.2) inputs the semantic distance of two ontology, and the output is the 

semantic similarity. By calling this function, we can preliminarily filter out the corre-

sponding semantic Web services. 

 

  2.3.2 Similarity based on information content 

 

  The key to the method based on information content is to calculate the amount of in-

formation (IC), which is based on the evolution of information theory, and uses IC to 

measure how much information a concept contains. 

  Resnik et al. [29] believed that the similarity of two concept nodes in the ontology 

can be converted into the amount of information they contain together. Therefore, the 

smallest common contained IC of the two concept nodes can represent the similarity be-

tween them. To improve the information content of the node with the largest amount of 

information among the common parent nodes of the ontology concept, a method based 

on information content is proposed. The formula is as follows (2.3): 

 

 
 

1 2 1 2
( , ) ( ( , ))sim c c IC les c c                                             (2.3) 

 

  Among them, les (c1, c2) represents the closest common parent node of concepts c1 

and c2. 

  Liu [30] and others simulated human thinking and proposed an improved algorithm 

model (2.4): 

 

 

                             

1 2

1 2 1 2

( ( , ))
( 1, 2)

( ( , )) ( , )

depth les c c
sim c c

depth les c c path c c



 


          
                 (2.4) 

 

 

where depth (les (c1, c2)) represents the depth of the nearest common parent node, and 

path (c1, c2) represents the shortest path between concepts c1 and c2. Here  and  are 

smoothing parameters, the shortest path used to measure the depth of the closest com-

mon parent node and the similarity between concepts. 

  Xu et al. [31] believe that the semantic relationship between ontology concepts 

should also be used as part of the similarity of information content. Concept pairs main-

ly have synonymous relations, Is-a relations, Part-whole relations, or Other relations. In 

comparison, the similarity of information content of concept pairs with synonymous re-

lations should be significantly higher than the latter relations. Define the contribution as 

(2.5): 
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  And give the similarity calculation formula based on information content (2.6): 
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                                  (2.6)
  

 

  2.3.3 Attribute-based similarity 

 
  The basic principle of the attribute-based semantic similarity calculation model is to 

measure the similarity of the attribute sets corresponding to the two concepts. The at-

tribute-based semantic similarity is used to calculate the common attributes between 

transactions, and the concept semantic similarity is calculated according to the charac-

teristics of the vocabulary. This method It is believed that the degree of association be-

tween things is proportional to the number of attributes they share. The attribute-based 

semantic similarity method attempts to solve the problem reflected by the distance-

based method. Using the overlapping degree of ontology attributes, the more common 

attributes of the two concepts, the greater the similarity. Such as the use of synonymous 

relations in WordNet. 

  The attribute-based semantic similarity calculation model proposed by Xun Endong 

[27] et al. Extracts synonyms from WordNet and uses the vector space method to calcu-

late the semantic similarity. First, extract candidate synonyms from the three aspects of 

WordNet's sense interpretation (Sense Explanation), class information (Class) and syn-

onym word set (Synset), extract feature words, and then calculate the meaning between 

each concept. Then calculate the distance between attributes in the three feature spaces, 

and finally calculate the similarity of words based on the similarity of concepts to at-

tribute values. 

 

  2.4 Summary of this chapter 

 
  This chapter mainly introduces the theoretical knowledge related to semantic Web 

services, first introduces Web services, and introduces the three major technologies of 

Web services: WSDL, UDDI, SOAP. Secondly, it introduces the Semantic Web Service, 

first introduces the relevant knowledge of the Semantic Web and Ontology, enriches the 

semantic information of the Web Service, and introduces the OWL-S, a semantic Web 

service description language. Finally, the similarity calculation of semantic Web ser-

vices is explained based on semantic distance, information content, and attribute, which 

provides a theoretical basis for the following specific applications. 
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      3 SERVICE PREPROCESSING BASED ON WORD2VEC AND LDA 

 
  Web service preprocessing is an important prerequisite for Web service clustering 

and service discovery. The results of Web service preprocessing will directly affect the 

efficiency of service clustering and service discovery. This chapter implements a pre-

processing of documents before clustering, and uses the topic model for feature model-

ing. 

 

 3.1 Semantic Web service processing 

 
 3.1.1 Web service semantic description abstract definition 

 
 We define Web service semantic description abstraction as follows: 

Definition 1: The service is represented by a quadruple: WSIR = {iserviceName, 

itextDescription, iInput, iOutput}, where iServiceName represents the name of the web 

service; itextDescription represents the text description information of the web service; 

iInput = {Input1, Input2, ... } Represents the set of input concepts of the Web service; 

iOutput = {Output1, Output2, ...} represents the set of output concepts of the Web ser-

vice. 

      Definition 2 Service description information textDescription set IDS: IDS is a col-

lection of description information of all services in the Web service registry, that is, IDS 

= {ItextDescription1, ItextDescription2,…}, where ItextDescription1∈WSIR1, 

ItextDescription2∈WSIR2. 

 

  3.1.2 Service description preprocessing 

 
  1. Feature extraction 

  When we perform service discovery, we need to parse and obtain the service name, 

content description information, input and output and other information to get the corre-

sponding WSIR document collection. We use the widely used Jena to parse document 

information. Table 3.1 shows the input, output, name, and text description parameters of 

a service obtained by parsing. 

 

Table 3.1-Service parameters 

 

ServiceName BookPriceService 

Input "#_BOOK" 

Output "#_PRICE" 

TextDescription This service returns list of current purchase prices of a given 

book title. The prices include both new and used versions of 

the book. 

 

It can be seen from the definition in 3.1:WISR1=[BookPriceService,This service returns 
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list of current purchase prices of a given book title. The prices include both new and 

used versions of the book. "#_BOOK","#_PRICE"]. 

  2. Word segmentation processing 

In order to get the word vector describing the characteristics of the Web service, after 

obtaining the WSIR document collection, we need to do word segmentation processing 

on the content in it. For example, when the service name is "Cannon Camera Price Ser-

vice", after word segmentation, the vocabulary vector is {Cannon, Camera, Price, Ser-

vice}.  

  3. Go to stop words and tags 

  Stop words are words used to express the grammatical relationship between objects 

or actions. The actual information provided is relatively small, such as also, and, will, 

etc., which have little meaning for retrieval. Tags like "#_" It should also be removed. 

In the process of removing stop words, these words cannot be removed blindly, and the 

frequency of some feature words should also be noted.  

  4. Stem reduction 

Stem reduction refers to the reduction of words into archetypal form. English words 

contain many parts-of-speech transformations, such as ing and ed, likes and like, etc., so 

it is necessary to perform stem reduction. Stem reduction is to merge these different ex-

pressions together.  

  5. Results analysis 

  6. Natural language processing toolkit (Natural Language Toolki, NLTK) is used for 

English text preprocessing [33]. Text preprocessing is based on python3 language, and 

the tool is pycharm. Text preprocessing process: 

  1. Install the NLTK toolkit-> pip install nltk 

  2. Word segmentation: call word_tokenize word segmentation 

  3. To stop words: call stopwords function 

  4. Stemming: call PorterStemmer  

  The service text description content vector obtained by WISR1 after processing: 

Wordvec1 = [service, return, list, current, purchase, price, give, book, title, price, in-

clude, new, use, version, book]. 

 

  3.2 Word vector research based on word2vec 

 
  3.2.1 Word vector 

 

  The word vector (Distribution representation) was first proposed by Hitton, which 

maps the word into a new space, so that the related words are closer to each other in the 

mathematical sense. For example, the word "like" can be expressed as a vector 

[0,0,0,0,1,0 ..., 0], which is very helpful for many natural language processing problems. 

However, when solving practical problems with sparse representation, we often encoun-

ter dimensionality disasters and need to reduce the dimensionality. In this paper, we cal-

culate the word frequency-reverse file frequency to reduce the dimensionality, and use 

Word2vec to represent the word vector. Using the dense matrix obtained in this way not 
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only solves the dimensional disaster problem, but also can express the linear relation-

ship between words to a certain extent, and mines the related attributes between words, 

thereby improving the accuracy of vector semantics. 

 

  3.2.2 Word Frequency-Inverse file frequency 

 
  The term frequency-inverse document frequency [40] (Term Frequency-Inverse 

Document Frequency, TF-IDF) method is the most typical measure of text similarity. 

TF-IDF is widely used as a weighting technique for finding information and text mining 

At the same time, it is used as a statistical method to evaluate the importance of docu-

ments or words in a corpus. Word frequency (TF) indicates the number of occurrences 

of a word in a document, but it is impossible to express the importance of a word using 

this parameter only. The importance of two words with the same word frequency may 

vary greatly. In order to indicate the importance of a word, On the basis of word fre-

quency, each word is assigned an importance weight. This weight is called inverse doc-

ument frequency (IDF), and its size is inversely proportional to the common degree of a 

word. Search engines often use various forms of TF-IDF weighting Measure the rele-

vance of documents and user searches. We need to calculate the TF-IDF value of each 

word in the service description. This paper uses this method to reduce the dimension of 

high-dimensional vectors.The details are as follows: 

  
ij

tf is the frequency of feature words in the document, in order to improve the accura-

cy and precision of weight calculation, we will normalize it and normalize the 
ij

tf value 

of each text feature word to [0,1], then the standardized word frequency of the feature 

word 
i

t  is as follows (3.1): 

 

 

1 2
max( , ,... )

ij

ij

j j mj

f
tf

f f f
                                           (3.1) 

 

 

where 
ij

f  indicates the number of occurrences of the word in the document, and 

1 2
max( , ,... )

j j mj
f f f  indicates the number of occurrences of the word with the most occur-

rences in the document. 

  The frequency of inverse documents of feature words is as follows formula (3.2): 

 

 

i
/1idf i log N df （） （ ）                                            (3.2) 

 

 

  where N is the total number of documents in the corpus, and 
i

df  is the number of 

documents containing the feature word 
i

t . 
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  3.2.3 Word2Vec model 

 
  With the development of deep learning in recent years, feature word extraction 

based on neural network models, that is, the way that “word vectors” represent texts, 

has attracted more and more attention from academia. Each document is composed of 

many words. For the problem of how to effectively use word vectors to represent docu-

ments, literature [38] proposes to use TF-IDF to weight the word segmentation in each 

document based on word2vec. By calculating TF, select words with high frequency in 

the document, calculate IDF to filter out words without features, and the rest are used as 

feature words, excluding words with low frequency, and smoothing the case where the 

weight is 0. In this way, the high-dimensional vector is subjected to dimensionality re-

duction processing. 

  The Word2vec tool mainly includes two models: continuous bag of words (CBOW) 

and skip-gram [34-35], and two efficient training methods: negative sampling (negative 

sampling) And hierarchical softmax (hierarchical softmax) [36]. This article uses the 

CBOW model, optimized based on hierarchical softmax. The principle of CBOW is to 

predict what the target word is given the context of the target word, where the input lay-

er is 2win  (window) word vectors in the context of the word w(t) , that is, win words of 

the target word context are selected as input, and the projection layer The vector is the 

summation of the w word vectors in the input layer, and the output layer corresponds to 

a Huffman tree [37]. We use the Huffman tree to find the probability of a word. The 

Huffman tree has N leaf nodes matching the words in the dictionary D, and 1-N  non-

leaf nodes. When constructing a Huffman tree, each leaf node of the tree represents a 

word. Suppose that there are 3 branches from the root node to a leaf, each branch repre-

sents a binary classification, and each leaf has a unique path from the root to the leaf 

node. This path is used to estimate the probability of the word represented by the leaf 

node. Probability is defined as the probability of randomly walking from the root node 

to the leaf node. Each non-leaf node represents a logistic regression process. It can be 

stipulated that walking along the right subtree is a positive class, and left subtree is a 

negative class. The probability of going to the left and right subtrees is expressed by a 

logistic regression formula. The probability formula is as follows formula（3.3）and 

(3.4): 

  

     



cw1

e1

1



                                                      (3.3) 
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1
-12                                                    (3.4) 

 

 

  Where cw  is the word vector of the current internal node, and   is the model param

eter that needs to be learned. Which word is finally output is determined by the Nlog  lo

gistic regression process. The Huffman tree allows words with larger weights to be outp
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ut in leaves with a smaller depth, so that a shorter encoding is obtained, and words with 

a higher frequency will be found at a lower cost. 

  The CBOW model shows in figure 3.1. 

 

 
 

Figure 3.1 – Model CBOW 

 

  For the CBOW model, tw  is the vector after initializing the root node as the input 

word vector and adding and averaging. The parameters that the model needs to learn: 

the word vector of each word w (t) and the   of each internal node of the Huffman tree. 

Use context (w) to refer to 2 i words in the context of words. In order to maximize the 

value of )context(w)|p(w , the result of w (t) is predicted by the stochastic gradient ascent 

algorithm. This problem can be modeled with conditional probability, which is given by 

softmax, so our model is to seek from (3.5) and (3.6): 
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Where tw  represents the target word to be predicted and i  represents the context size. 

For a given sentence, the objective function of the model is to maximize the log-

likelihood function of the above formula (3.7): 

 






T

1t

):(log
T

1
L ititt wwwP                                      (3.7) 

 

Where T is the sentence length. Given the context "provides", "the", "best", "type", 

"produced", "by", the goal of the CBOW model is to predict the probability of the word 

"honey" (figure 3.2) To achieve such a goal, you need Find the maximum value of for-

mula (3-7). 
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  Figure 3.2 shows the principle of CBOW model is shown. 

 

 
 

Figure 3.2- Principle of CBOW model 

 

  Implementation steps of CBOW model: 

  1. Construct a vocabulary from the training document; 

  2. One-hot encoding of vocabulary; 

  3. Construct a neural network based on the data and train to obtain the model; 

  4. The parameters (weight matrix) word vectors in the process of obtaining training 

data, that is, the ultimate goal of the hidden layer in the model is to learn the operations 

between the weight matrix of the hidden layer to obtain the output of the hidden layer, 

that is, each input word "Embedded word vector"; 

  5. The final output layer is a softmax regression classifier, which gives a probability 

value between 0 and 1. The sum of the probabilities of all nodes in the output layer is 1; 

  6. When the neural network training is completed, the word vectors of all words can 

be obtained. 

  The resulting word vector has very good linear properties: 

vectors(man)-vectors(woman)+vectors(daughters)=vectors(son). 

 

  3.2.4 Semantic expansion 

 
  Word2vec can convert text words into vectors in a vector space, and the vector co-

sine similarity can represent the similarity of text meaning [38]. The description text of 

the Web service is usually short, and the description text of the Web service needs to be 

expanded. This article uses word2vec to train the word vector model of Wikipedia Eng-

lish corpus, the training tool is gensim, and the parameters are shown in table 3.1.  

 

Table 3.1- Word2vec parameter setting table 

 

Parameter Value Meaning 

Size 200 Vector dimension 

Window 5 Window size 

min_count 5 Minimum word frequency 

iter 10 Minimum word frequency 

sg 0 CBOW 
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  After completing the training on Wikipedia, we obtain a corpus, and then use the 

trained word vector model to semantically expand the description of the Web service. 

The specific method [39] is: in the word vector space, find the similarity to the word be-

fore the pre-processed word in the original Web service description document as the ex-

pansion, and obtain Web service description documents with different expansion levels. 

As shown in the figure, a few words with the closest cosine similarity to "author" are 

listed. Through the word2vec model training, the N-dimensional word vector w corre-

sponding to each participle is obtained, where )v,...,v,(vw n21 . 

  Figure 3.3 shows the similar words to  the target word. 

 

 
 

Figure 3.3- Words similar to the target word 

 

  3.3 LDA theme model 

 
  LDA (Latent Dirichlet Allocation) is a theme model. It uses a probabilistic produc-

tion model to model hidden topics in text. It is a document generation model. Each doc-

ument has multiple topics, and the topic model can mine potential topic information, 

that is, given parameters, the model gives the topics of each document in the document 

set in the form of probability, which realizes Modeling is an unsupervised machine 

learning technique. At the same time, the LDA topic distribution is a bag of words dis-

tribution, that is, the document is composed of a group of phrases, and the order of the 

words has no effect. 

 

  3.3.1 Multinomial distribution and Dirichlet distribution 

 
  The LDA theme model is applied to the multinomial distribution and the Dirichlet 

distribution. The Dirichlet distribution is actually a higher-order Beta distribution. The 

function expression of the Dirichlet distribution is like (3.8): 
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  Where ),...,(,1 21 n
k

kp    is the parameter of Dirichlet distribution. Di-

richlet distribution is the distribution of its corresponding posterior polynomial distri-
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bution parameter p , Dirichlet distribution is the conjugate distribution of polynomial 

distribution. 

  The function expression of the polynomial distribution is like (3.9): 

 

kn
k

k

kn

N
NnMult 

1
),(













                                            
(3.9) 

 

  Where ),...,( 21 n   represents the probability that each value is selected. 

 

  3.3.2 Model introduction 
 

  The LDA model assumes that the topic distribution  and the word distribution  on 

the topic are both polynomial distributions, and the hyperparameter 、  represents the 

conjugate distribution of the polynomial distribution )(ir D Dirichlet distribution )(ir D , 

the prior parameter of  , distribution of words on . 

  The LDA model is shown in figure 3.4. 

 
 

Figure 3.4- Illustration of LDA model 

 

  The process of generating text by the LDA theme model is as follows: 

  1. According to the Dirichlet prior distribution )(ir D , the distribution 
dk  of the 

document on the topic can be obtained. 

  2. For each document, according to the Dirichlet prior distribution )(ir D , get the 

polynomial distribution kw  of each topic k on the word. 

  3. Obtain the theme Zm, n through multiple distributions )( dMult  , and obtain the 

words through n,mw . 

  From this generation process, the joint distribution of LDA after given hyperparam-

eter 、  is obtained by formula (3.10): 

 

 

)()()()(,,,,P ,,1d , dndZnd

N

n ddd zPwPPPzw
nd
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   (3.10) 
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  By eliminating the variable, the likelihood value of the text is calculated by (3.11): 

 

 

ddd

N

n Zdndd ddnzPwPPP
d

nd
 ),(),()()(,wP

1 ,d , 
）（

  
(3.11) 

 Then for the entire text set D, the likelihood value is calculated by (3.12): 

 

 


D

1d
d ),P(w)P(D ，

                                
(3.12) 

   

  3.3.3 Parameter estimation 

 
  Gibbs sampling can generate data from a complex probability distribution. The pos-

terior distribution calculation of latent variables is the core of LDA model parameter es-

timation. The key is to obtain the target probability distribution. According to the for-

mula of Dirichlet parameter estimation, the document topic distribution   and topic 

word distribution   are obtained by formula (3.14) and (3.15): 
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                                                 (3.15) 

 

 

  Where )(w

kn  represents the number of words w  assigned to the topic k , )(k

dn represents 

the number of words assigned to the subject d  by the document k , v  represents the to-

tal number of words in the document, k  represents the number of set topics, DD repre-

sents the word w  in the subject k  Dirichlet prior parameters, w  represents the Dirichlet 

prior parameters of the subject d  in the document k . 

  For better processing, make symmetric 
d

z  and 
k

d  prior probability assumptions for 

)(ir ichletD  and )(ir ichletD , and proceed from the posterior probability distribution wof 

the word ）（ ZP w  to the topic, and sample the distribution of the topic on the word from 

formula (3.16): 
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(3.16) 

 

 

  Figure 3.5 shows the path probability. 
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Figure 3.5- wordtopicdoc
 Path probability 

 

  This probability is actually the path probability of wordtopicdoc . The Gibbs 

sampling process is to gradually process each word in the document set. When the topic 

distribution of other words is known, the topic distribution ）（ xwZkZ nn ,,P n   of the word 

is estimated, and according to this distribution, it is given to this Reselect the theme of 

the word, and count the theme distribution of each word in the document and the word 

distribution of each theme. 

  As we can see from the previous article, we get a document collection IDS =

 nitditddi ,..,t 21 , through a series of preprocessing, and each document iitd  is characterized 

by a word vector ),..,( 21 nwwww   to form a document-word matrix, where n is the total 

number of documents and m is the total number of words, then the document- The word 

matrix is (3.17): 
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  wij represents the jth word under the ith document. 

  The LDA model is used to model the matrix IDS, and Gibbs iterative sampling is 

used to estimate the probability of wij generating topics, and the document-topic proba-

bility distribution matrix is finally obtained when converging like (3.18): 
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                                        (3.18) 

 

  Where k is the number of topics, and ijp  is the distribution probability of the i-th 

document on the j-th topic. For example, we set the number of topics k to 20, the num-

ber of iterations to 1800, and print the topic probability distribution of the first sample 

like figure 3.6. 
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The first sample: 

[3.62505347e-04 3.82173513e-02 4.94784609e-04 8.13143578e-03 

 1.52206232e-03 5.14782509e-04 8.23053476e-03 3.07695682e-02 

 4.04792609e-01 4.41782609e-04 4.41782609e-04 4.36782609e-04 

 1.52206232e-03 2.18826087e-01 4.41782609e-04 4.41782609e-04 

 4.14582639e-04 3.90632174e-02 4.41782609e-04 1.17916463e-01] 

 

Figure 3.6-Theme probability distribution 

 

  Through this step of operation, we get the document-topic probability distribution 

matrix described by the service text, ready for the next cluster analysis. 

 

  3.4 Summary of this chapter 

 
  This chapter mainly implements a pre-processing of documents before clustering to 

obtain information such as service name and service description. Then use Word2Vec to 

train the vector model to expand the semantics of the service description, and through 

TF-IDF weighting processing, followed by the extended description document using the 

topic model for feature modeling, and the short text topic modeling into long text topic 

To improve the accuracy of the theme expression of service content. This is the basis 

for clustering services using the clustering algorithm in the next step, preparing for the 

next chapter for clustering services. 
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  4 WEB SERVICE DISCOVERY METHOD BASED ON CLUSTERING  

 
  The traditional Web service discovery method only searches each service in turn in 

the service registration center, and needs to match each service, which is inefficient. In 

order to improve the performance of Web service search, the massive services of the 

service registration center can be optimized. Service clustering is an effective method. 

By clustering services with similar functions or other attributes, you can quickly locate 

the service cluster that meets the user's needs. This limits the scope of the search to a 

specific service cluster and is performing services. During matching and discovery, re-

ducing the service search space reduces the number of service searches, avoids match-

ing calculations with unrelated services, and reduces matching and search time. In this 

way, Web services of similar structure and similar functions can be better managed and 

identified from the massive services, and the efficiency of service discovery is greatly 

improved. 

 

  4.1 Clustering algorithm analysis 

 
  Cluster analysis originated from taxonomy and is a very important field in unsuper-

vised learning. Statistical data analysis technology is widely used in many fields. The 

so-called unsupervised learning is to explore certain rules from the given data and dis-

cover the potential internal patterns and structures. The data is not labeled with catego-

ries, which is also called unsupervised learning. Cluster analysis is to divide the samples 

from the data set into different classes and discover the hidden knowledge in each sub-

set, and each subset is called a "cluster". By describing information and characteristics, 

make the data points in the group similar. Given a set of data points, we can use a clus-

tering algorithm to divide data points with similar attributes or features into a cluster, 

the data in the cluster has a high similarity, and the data points in different clusters have 

a high dissimilarity, should have highly different attributes or characteristics. 

 

  4.1.1 Evaluation of clustering effectiveness 

 
  Cluster validity evaluation is an objective indicator to measure the validity of classi-

fication results. For the same data set, the clustering results obtained by different clus-

tering algorithms may also be different. In order to evaluate the quality of the clustering 

results, that is, the accuracy and effectiveness, it is necessary to select appropriate valid-

ity indicators to evaluate the clustering effect. The effectiveness of clustering results and 

the number of optimal clusters obtained are the main criteria for evaluating the effec-

tiveness of clustering. The smaller the distance between the objects in the cluster, that is, 

the cluster distribution satisfies compact independence, the greater the distance between 

the clusters, it means that this is a good clustering. 

  At present, the commonly used clustering effectiveness evaluation is mainly aimed 

at two aspects, one is the comparison of clustering results of the same clustering algo-

rithm under different parameters, and the other is the comparison of different clustering 
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algorithms. Specific evaluation methods include external evaluation method and inter-

nal evaluation method. Among them, the external evaluation method is a supervised 

method. An external model is established based on the actual clustering distribution, 

and the matching degree of the clustering result and the real distribution is compared. 

Using the external model as a reference benchmark, a certain measure is needed to 

judge the degree of conformity between the clustering result and the benchmark data, 

and the benchmark data is needed. Commonly used external evaluation methods include 

Jaccard coefficient, FM index, Rand index parameter and B3 (bcubed index). The inter-

nal indicators are based on unsupervised methods and do not use the original infor-

mation of the original data distribution. The clustering results are measured based on the 

closeness of the objects in the cluster and the separation between clusters. Method with-

out benchmark data. Commonly used internal indicators include Cophenetic correlation 

coefficient, DB index, contour coefficient, and BWP indicator (between within propor-

tion). 

 

  4.1.2 Classification of clustering algorithms 

 
  Web service clustering provides important support and guarantee for Web service 

discovery. They can be divided into the following categories: division method, hierar-

chical method, density algorithm, grid-based method and model-based method, these 

methods are suitable for different fields according to their unique characteristics. 

  The comparative analysis of the five clustering algorithms is shown in table 4.1 be-

low. 

 

Table 4.1- Comparison of clustering algorithms 

 

Clustering algorithm Advantages disadvantages 

The K-means algorithm [41] Fast and easy to imple-

ment. 

Sensitive to the initial 

clustering center and must 

be specified in advance 

Hierarchical clustering algo-

rithm[42] 

Does not need to deter-

mine the value 

The calculation amount is 

particularly large and the 

processing speed is slow 

DBSCAN[43] Relatively anti-noise, it 

can be found that sam-

ples of any shape are 

computationally complex 

High-dimensional data is 

not easy to define density 

 

GMM[44] Understandable and fast Initialization sensitivity 

needs to specify K value 

Spectral clustering[45] Can be found that non-

spherical samples 

Need to specify the K 

value 
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  Although each algorithm uses its own unique method to define the distance metric, 

they all require O ( 2n ) or more calculation time to calculate their distance metric. The 

K-means algorithm is a classic algorithm in data mining. Due to the low calculation 

time of O ( kn ), it is often used for clustering high-dimensional large document vectors. 

This paper proposes a new clustering method based on K-means clustering and hierar-

chical clustering, based on the advantages and disadvantages of the two clustering 

methods. However, because K-means clustering needs to set the number of clusters by 

itself, it cannot automatically find the optimal number of clustering categories. Too 

many or too few settings may affect the clustering effect and may result in unstable 

quality of results. Hierarchical clustering can process categorical data and quantitative 

data, but the processing speed is relatively slow. Usually, it is necessary to combine the 

relevant results to subjectively judge the number of clustering categories. 

 

  4.1.3 K-means clustering 

 
  K-means clustering algorithm is an iterative solution cluster analysis algorithm. Its 

central idea is to divide data objects into different clusters by iteration, so as to mini-

mize the required objective function, so that the generated clusters are as compact as 

possible. And independence. By minimizing the distance between vectors within each 

cluster (as shown in Equation 4.1), the k-means algorithm represents each cluster by its 

centroid vector. 

  Input: the number of classification clusters K and the data set containing n data ob-

jects 

  Output: K clusters completed by clustering 

  Steps: 

  1. First, randomly select k samples as the center
1 2 3

c , , ...
k

c c c c  of the initial clustering; 

  2. For each sample 
i

x  in the data set, the distribution calculates the distance to the k  

cluster centers. Then divide it into the clusters with the smallest cluster center, accord-

ing to the Euclidean distance formula (4.1): 

 
1

2 2( ,c ) ( )
i j i j

d x x c （ ）                                          (4.1) 

 

  3. For each category c
j
, recalculate its clustering center (4.2): 

 
1

c
i

j

x a ii

x
a 

  ;                                                (4.2) 

 

  4. Repeat steps 2 and 3 above until a certain termination condition is reached. 

  The termination condition can be set to: 

  1. The cluster center no longer changes 

  2. All data have been allocated 
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  Fake code: 

Get data n m-dimensional data 

Create K points as starting centroids 

while (t) 

    for (int i = 0; i <n; i ++) 

        for (int j = 0; j <k; j ++) 

            Calculate the distance from centroid j to data point i 

    for (int i = 0; i <k; i ++) 

     1. Assign the data point to the nearest cluster 

        2. For each cluster, calculate the mean of all points in the cluster as the centroid 

End 

 

  4.1.4 Hierarchical clustering 

 
  Hierarchical clustering, also called systematic clustering, the basic idea is to use 

multiple samples as a class, calculate the distance between two samples, merge the two 

types with the closest distance into a new type, then calculate the distance, and then 

merge Until there is only one category. 

  Input: sample set, number of clusters, or a termination condition 

  Output: clustering results 

  Steps: 

  1. We treat each sample in the sample set as a separate cluster and calculate the sim-

ilarity between each cluster class to obtain a similarity matrix. The distance for the simi-

larity between clusters used here is formula (4.3): 

  

 
1, 2

dist( 1, 2) max ( , )
pi C pj C

C C dist pi pj
 

                                 (4.3) 

 

  Where C1 and C2 represent two cluster classes, and pi，pj  is any two samples; 

  2. When the similarity between the two clusters is the highest, merge into a cluster, 

continue to calculate the similarity between each cluster, and update the similarity ma-

trix; 

  3. Repeat the above two steps 2 and 3 until a certain termination condition is 

reached to obtain the preset K clusters. 

  The termination condition can be set to: 

  1. When the function converges 

  2. The maximum number of iterations max or the termination threshold is reached 
  

  Fake code: 

Get n m-dimensional data as n clusters, and finally divide into k clusters 

while (n> k) 

Calculate the distance between two clusters 

Find the two clusters with the smallest distance 
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        N-= 1 

end 

 

K-means is our most commonly used clustering algorithm based on Euclidean dis-

tance. It believes that the closer the distance between two targets, the greater the similar-

ity. Its biggest feature is that it can quickly process a large amount of data. However, 

because K-means clustering needs to set the number of clusters by itself, it cannot au-

tomatically find the optimal number of clustering categories. Too many or too few set-

tings may affect the clustering effect and may result in unstable quality of results. Hier-

archical clustering can process categorical data and quantitative data, but the processing 

speed is relatively slow. Usually, it is necessary to combine the relevant results to sub-

jectively judge the number of clustering categories. We made improvements on this ba-

sis, and proposed a KMHC Clustering clustering algorithm for the advantages and dis-

advantages of the two clustering algorithms. 

 

  4.2KMHC clustering 

 
  Chen et al. [46] considered the advantages and disadvantages of K-means clustering 

and hierarchical clustering in dealing with cluster analysis problems, and proposed a 

traditional HK clustering algorithm, which combines them organically according to the 

characteristics of the two. -means algorithm needs to realize the determination of the 

number of clusters, which is prone to errors due to artificial regulations, and hierarchical 

clustering does not need to realize the determination of K value. However, when the 

number of clusters K is uncertain in advance, it is necessary to repeatedly execute the 

entire algorithm flow to obtain the optimal clustering results from different clusters. To 

this end, we introduced the contour coefficient, so the basic idea of our algorithm is: 

first set different algorithm termination conditions, use the hierarchical clustering algo-

rithm to obtain the number of clusters and cluster center, calculate the contour coeffi-

cient, and then use the K-means algorithm. 

 

  4.2.1 Contour coefficient 

 
  The contour coefficient [47] (Silhouette Coefficient) can quantify the similarity be-

tween the objects in the data set and other objects in the cluster and the objects in other 

clusters, and somehow combine the two quantized similarities Sex, get the pros and 

cons of clustering evaluation. The effectiveness of the clustering effect can be evaluated 

using the profile coefficient )(ks  value through formula (4.4): 

 

 

                                            
( ) ( )

( )
max{ ( ), ( )}

b i a i
s i

a i b i


                                          (4.4） 
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  Where )(ia  represents the average distance from sample )(ix  to other samples in the 

same cluster Ci , and )(ib  represents the evaluation distance from sample )(ix  to all 

samples in other clusters Cj . And calculated s(i) by (4.5): 
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                                        (4.5) 

 

  The closer the )(is  is to 1, the more reasonable the sample clustering is, the closer to 

-1 is, the sample should be divided into other clusters, and the closer to 0, the sample 

should be on the boundary of the cluster. The contour coefficient after clustering can be 

expressed as formula (4.6): 

 

                  




m

1

)(
1

)(

i

is
m

ks                                                  (4.6) 

 

      Where k is the number of clusters and m is the number of all data objects in the data 

set. 

 

  4.2.2 KMHC Clustering 

 
  KMHC Clustering clustering algorithm first adopts split-level hierarchical clustering 

algorithm to select the two nearest clusters for merging, meanwhile calculate the aver-

age of two cluster centroids as the center of the new cluster after merging, repeat the 

above steps, and calculate the cluster Contour factor. Set the termination conditions of 

multiple hierarchical clustering algorithms of different degrees. Once the termination 

condition of a preset hierarchical clustering algorithm is reached, select the K value and 

clustering center obtained by the hierarchical clustering algorithm with the largest con-

tour coefficient as the next step The K value and initial center position of the K-means 

algorithm will be carried out soon. The adopted K-means algorithm can obtain different 

clustering results. Finally, the clustering effectiveness is used to evaluate each clustering 

result, and the cluster with the highest quality is selected as the final result clustering. 

  When using the Euclidean distance for calculation, because of the large influence of 

dimension, the large order will affect the manifestation of small order, and the Ma-

halanobis distance [48] has nothing to do with dimension, and can eliminate the correla-

tion interference between variables. 

  The definition of Mahalanobis distance is given by formula (4.7): 

 

                                1( , ) ( ) ( )T

M
D x u x u x u                                           (4.7) 
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  Where 
1 2 m

( , ,... )Tx x x x ，
1 2

( , ,... )T

n
u u u u , T means transpose,   means sample co-

variance matrix. 

  The process of KMHC clustering algorithm is as follows: 

  Input: IDS theme matrix 

  Output: optimal K clusters 

  Steps: 

  1. We treat each document in the sample set IDS as an independent cluster, calculate 

the similarity between each cluster class, and obtain the similarity matrix. 

  2. For the clusters obtained in step (1), calculate the centroid of each cluster sepa-

rately. When the distance between the two clusters is the smallest, merge them into a 

cluster and update the similarity matrix. 

  3. Repeat the above two steps to obtain the silhouette when the algorithm terminates 

under different termination conditions, and use the K value corresponding to the largest 

silhouette value as the input of the K-means algorithm. 

  4. Use the center of the obtained clusters as the clustering center of the K-means al-

gorithm (here, the Mahalanobis distance is used) to perform clustering until the entire 

cluster object no longer changes, and obtain K clusters. 

  After clustering the web services, we get a cluster cluster, each cluster has its own 

cluster center, when performing web service discovery, first select the cluster where the 

web service is located according to the cluster center, and then Identify specific services 

that meet user needs in the cluster, so that the scope of service queries can be greatly re-

duced and the efficiency of service discovery can be improved. For example, we get a 

travel service cluster, including {AccomodationInfoService, 

City2CityRouteFinderService, CityLuxuryHotelService, CountryLightning Service, 

CountryWeatherProcessService ...}, after obtaining this service cluster, we next perform 

function matching and calculate the requested service based on the semantic similarity 

of ontology The similarity to each service in the service cluster returns the services that 

meet the requirements to the user, and obtains services that meet the user's needs. 

 

  4.3 Semantic Web service discovery 

 
  In the previous section, we obtained candidate service sets through KMHC Cluster-

ing. In this section, we will find services that meet user needs from the obtained candi-

date service clusters and give the corresponding service discovery framework. 

 

  4.3.1 Service matching 

 
  The core of the Semantic Web Service is to obtain the best matching service from th

e massive service based on the information requested by the service, that is, service mat

ching. Function-based semantic Web service similarity matching includes input semanti

cs and output semantics similarity matching. In this paper, the semantic similarity meth

od based on the ontology concept is used to perform similar calculations on the IO para
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meters of the Web service, that is, the input and output semantics. First use Xpath techn

ology to map the service information described by OWL-S into the ontology tree, and u

se the idea of ontology to calculate the similarity of functional attributes. The semantic 

distance is expressed by calculating the geometric distance between two concepts. The c

oncept calculates the path sum to the nearest common parent node. The calculation mod

el based on the semantic similarity of ontology concepts is like formula (4.8) and (4.9): 

 

                 
1 2

1 2

1
( , )

( , ) 1
Sim c c

Dis c c



                                     (4.8) 

 

1 2 1 1 2 2 1 2
is( , ) ( , ( , ) ( , ( , ))D c c mp c r c c mp c r c c                             (4.9) 

 

  Among them, 
1 1 2

( , ( , ))mp c r c c  represents the shortest path from the concept 
1

c  to the 

nearest common parent node of 
1
 and c

2
c , and 

2 1 2
( , ( , ))mp c r c c  represents the shortest path 

from the concept 
1

c  to the nearest common parent node of 
1
 and c

2
c . Reference [31] con-

siders that the lower the level of concepts in the ontology tree, the smaller the similarity 

between concepts. In the specific calculation, the depth of the closest common parent 

node of the two concepts in the ontology tree should be considered. In addition to the 

shortest path between the concept pairs, the maximum depth of the ontology tree where 

it is located is also considered. The similarity calculation formula based on the semantic 

distance of ontology concept is given by formula (4.10): 

 
( ( , ), ) ( ( , ), )

( , )
( ( , ) 1) (max( ( ), ( )))

i j i i j j

i j

i j i j

dp RCPN c c c dp RCPN c c c
Sim c c

Dis c c dp c dp c




 
                 (4.10) 

 

  Among them, ( ( , ), )
i j i

dp RCPN c c c
 
represents the depth of the closest common parent 

node of the concept to 
1
 and c

2
c  in the ontology tree where the concept 

1
c  is located, and 

max( ( ), ( ))
i j

dp c dp c represents the maximum depth in the ontology tree where the concept 

1
 and c

2
c  is located. Figure 4.1 is an ontology concept tree. 

 

 
 

Figure 4.1- Ontology concept tree 
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  The data is shown in table 4.2. 

 

Table 4.2 -Concept node similarity result set 

 

Concept node  Semantic distance 

similarity 

Concept node Semantic distance 

similarity 

00 / cc  1 43 / cc  0.44 

10 / cc  0.67 52 / cc  0.67 

20 / cc  0.67 62 / cc  0.67 

21 / cc  0.33 65 / cc  0.44 

31 / cc  0.67 75 / cc  0.75 

41 / cc  0.67 87 / cc  0.75 

 

  From the data in the above table, it can be analyzed that as the ontology level in-

creases, the similarity between concepts becomes higher and higher. In practical appli-

cations, as the classification becomes finer, the deeper the hierarchy in the ontology 

tree, the sub-concept node The similarity is higher than that of the upper layer. Howev-

er, we also found that the similarity of the sibling nodes is the same, so that in the final 

service matching, multiple services that meet the service requirements may be returned, 

which requires further work to optimize, such as setting the weight of the node. How to 

set appropriate weights is also a problem we need to study in the future. Here we can 

calculate the available formula of IO similarity of two services through formula (4.11): 

 

),(),(),( 21out2121 ssSimssSimssSim in                      (4.11) 

 

  In the formula, outin SimS 、im   represents the input concept similarity and output con-

cept similarity of the two services, and we return the services that meet the requirements 

from the obtained clusters through the semantic similarity method based on the ontolo-

gy concept. 

 

  4.3.2 Service discovery process 

 
  Service providers register services in the service registration center. In the face of 

massive services, the service registration center performs clustering preprocessing based 

on the service text description information. After clustering, the service registration cen-

ter forms different service clusters, and then calculates the conceptual semantic similari-

ty of the input and output information to further obtain services that meet the user's 

needs from the clustering, and finally the service caller is on the platform according to 

their own needs. Make a query to find the set of Web services that you need. The steps 

of service discovery are as follows.  

  1. Establish a recommendation service library for all types of users; 

  2. Preprocessing of service description; 
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  3. Use clustering algorithms to cluster services and establish a user cluster library; 

  4. On the basis of satisfying the first layer of matching, perform input and output 

matching with functional attributes. Sort services and return results to users; 

  5. Update the user cluster library and recommended service library according to the 

update mechanism. 

  Figure 4.2 shows the service discovery framework based on KMHC clustering and 

concept similarity. 

 

 
 

Figure 4.2 -Service discovery framework 

 

 

  4.4 Experimental analysis 

 
  4.4.1 Experimental settings 

 
  The experimental data set used in this paper is OWLS-TC4 [49], which is the fourth 

version of the OWL-S service retrieval test set. This set supports the evaluation of the 

performance of the OWL-S service pairing algorithm. It provides 9 different areas (edu-

cation, medical, food, travel, communications, economics, weapons, geography and 

simulation), covering all aspects of life. It includes 1083 semantic Web services, and 

also provides 42 related sets of test queries for performance evaluation experiments. 

The programming language uses Python and the compilation environment JetBrains 
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PyCharm 2017.The hardware environment and operating system used in this experiment 

are shown in table 4.3. 

 

Table 4.3 – Experimental hardware parameters 

 

parameter value 

processor Intel i5 

RAM 32G 

operating system Win7 

 

  4.4.2 Results analysis 

 
  Experiment 1: Comparison of clustering efficiency of Web services under different 

topics. 

  In this section, an experiment is designed to determine the number K of LDA topics. 

In the experiment, the hyperparameter   in the LDA model is set according to the 

number of topics K. Let 50/K= ， 0.01=β ,calculate the required parameters through 

Gibbs, and set the maximum number of iterations to 1000. The document subject vec-

tors generated by LDA are clustered using KMHC Clustering algorithm. In order to 

evaluate the experimental results more intuitively and comprehensively, this paper uses 

Accuracy (4.12), Recall(4.13), and F (4.14)values to represent the clustering results.  

 

FPFNTNTP

TP
Accuracy






TN
                                 (4.12) 

 

FNTP

TP
call


Re                                        (4.13) 

 

RA
measureF




R*2A
                                       (4.14) 

  The meaning of the relevant values is shown in table 4.4. 

 

Table 4.4- Meanings of related numerical values of evaluation criteria 

 

 Predict positive Predict negative Total 

Forecast positive TP TP TP+FN 

Forecast negative FP FP FP+TN 

Total TP+FP TP+FP TP+FP+TN+FN 

 

  Accuracy represents the percentage of correctly tested samples in the total test sam-

ples; Recall represents the percentage of correctly identified positive samples in the total 

positive samples; F-measure is a combination of Accuracy and Recall. The clustering 

results are shown in the figure 4.3. 
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Figure 4.3- Clustering effect under different themes 

 

  Statistical language models usually use the degree of confusion to judge the perfor-

mance of a model. The smaller the degree of confusion, the better the model's ability to 

predict data [50]. The calculation formula of perplexity is as follows (4.15): 
 

 

 

(4.15) 

 

  Where Nd represents the number of words in document d, M represents the number 

of documents in the data set, and p (w) represents the probability of each word in the 

data set. The puzzle-theme curve of the number of different topics in the LDA model is 

shown in the figure 4.4. 

 

                        
   

Figure 4.4-LDA model perplexity 

0

10

20

30

40

50

60

70

80

90

100

10 20 30 40 50

%

Num topics

Accurary

Recall

F



 

     
 

page 

      

44 

 

 

Изм 

 
 Page  Document #  Signat. Date 

 

13.04.01.2020. 290.06 EN 

4
4 

  It can be seen from the figure that when the number of topics is 20, the F-measure 

reaches the maximum. As the number of topics increases, the F-measure fluctuates and 

reaches a peak when the number of topics is 40. If the number is too large, the interpret-

ability will be reduced, and the confusion index will show a clear inflection point when 

the number of topics is 20. Therefore, this paper believes that when the number of top-

ics is set to 20, the topic modeling effect is the best. 

  Experiment 2: verify the effectiveness of the service discovery algorithm proposed 

in this paper 

  In service matching, precision and recall are usually used to measure the quality of a 

Web service matching algorithm. Precision is used to measure the search accuracy rate 

of the system algorithm; Recall is used to measure the range of the system algorithm 

search. The higher the precision and recall, the better the service matching algorithm. 

Relevant represencts the total number of Web services returned by the query. Retrieved  

represencts the number of Web services that meet the query conditions in the test sam-

ple set. The formula is as follows (4.16) and (4.17): 

 

 

    Pr
relevant retrieved

ecision
relevant


                               (4.16) 

 

 

Re
relevant retrieved

call
retrieved


                                (4.17)                                  

 

  By observing the F value corresponding to the number of different topics, we can 

see that when K = 20, the training effect of LDA is the best. Choose the method in this 

paper and compare it with the service discovery method proposed in [17]. 

  Through experimental comparison, we can see that the discovery method proposed 

in this paper has improved the recall rate and precision rate compared with the method 

proposed in [17]. This is because the text description part of the Web service is general-

ly short. After a series of operations such as removing stop words, the TF-IDF value of 

the feature word is calculated, and the vocabulary with low frequency is eliminated. 

Since there are not many remaining feature words in the text, For this problem, we use 

word2vec to train Wikipedia, semantically expand the feature vectors described in the 

text, and use the LDA topic model for modeling to achieve the topic expression of Web 

service content. On this basis, service clustering greatly reduces the scope of the query, 

makes up for the short description text, lack of co-occurrence of word frequency and 

sparse semantics, and improves efficiency. On this basis, the KMHC clustering algo-

rithm is used for service clustering, and the service matching is performed through se-

mantic similarity based on the ontology concept. Compared with the algorithm pro-

posed in [17], the Web service discovery method proposed in this paper has a lot of   

advantages in accuracy. Figure 4.5 shows the comparison of the effects of the two 

methods. 
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Figure 4.5 -Comparison of the effects of the two methods 

 

  According to the method of this paper, after performing clustering of service do-

mains, function matching is based on conceptual similarity. Compared with sequential 

matching, it can be seen that the difference is not large when the number of services is 

relatively small, but as the number of services increases, the function matching takes 

longer than the sequential matching The increase is slower, and in the case of the same 

number of services, the execution time of this method is shorter. Experimental results 

show that the method proposed in this paper improves the matching efficiency. The re-

sults shows in the table 4.5. 

 

Table 4.5 – Service matching efficiency 

 

Number of services Service matching time/s 

Sequential matching This article 

50 11 11 

200 54 52 

500 157 150 

700 298 285 

 

  4.5 Summary of this chapter 

 
  This chapter implements service discovery. First, similar services are aggregated in-

to a service cluster, and then the services required by the service requester are obtained 

through calculation based on similarity. This chapter first introduces the advantages and 

disadvantages of K-means and hierarchical clustering algorithm in detail. On this basis, 

an improved clustering algorithm KMHC Clustering clustering algorithm is proposed. 

Concept similarity, get the service required by the service requester, and give a service 

discovery framework. Through experiments, we can prove that the method proposed in 

this paper has certain advantages. 
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   5 USE OF TECHNOLOGY OF THE SEMANTIC WEB SERVICES IN  

     WORK OF THERMAL POWER PLANT 

 

    5.1 The analysis strong and weaknesses of technology based on the semantic 

Web services, opportunities and threats of its application use of technology 

in work of thermal power plant    

 
  With the rapid development of information technology, thermal power units urgent-

ly need to solve the problems that various types of data cannot be shared and applied, 

information islands among multiple systems, and on-site operation safety [51]. Utilizing 

technologies such as the Internet of things, artificial intelligence, and big data, and 

adopting multiple forms of communication, combined with geographic information 

technology, a highly intelligent production emergency command center is built. To real-

ize the integration of the information resources of the whole plant, it can centrally dis-

play and comprehensively apply on-site video, voice, security, and production process 

data. Through the work of command and dispatch, integrated communications, plan 

management and daily external information analysis, it provides managers with a basis 

for auxiliary decision-making, and at the same time, remote command and decision-

making for major safety production activities. 

  Thermal power, as an important source of electricity in China, is related to national 

energy security [52]. From the perspective of sustainable development, the traditional 

extensive development model of thermal power enterprises urgently needs to transform 

to a green development model. In the context of the deep integration of informatization 

and industrialization, in response to the development of new technologies in the Internet, 

big data, cloud computing and other information fields, the power industry is facing in-

telligent transformation and upgrading, and the construction of smart power plants will 

become an inevitable trend. 

  However, at present, there is still a problem that it cannot be shared and applied in 

the production and management of thermal power units, and major safety events and 

maintenance operation events cannot be visually displayed and cannot provide decision 

guidance [53]. Therefore, it is especially important to build an intelligent production 

emergency command center that can centrally display the information of the entire plant, 

manage and analyze the data of the entire plant, and provide emergency plans and 

command decisions in a timely manner. Due to the popularity and scale of web applica-

tions, the types of services have become more and more abundant. As a standard for 

remote access, Web services are also changing user needs. Web service discovery refers 

to a method for quickly and efficiently selecting the correct matching method from mul-

tiple services according to user needs (such as functional requirements) to find the ser-

vice they need. According to the previous analysis, a unified Web service registry that 

can register the entire plant information can manage all the information. 

  Informatization can play a major auxiliary role in the process of handling emergency 

incidents. Various departments can establish disposal plans for various emergencies in 

the intelligent plan system and form a plan database. The system is associated with pro-
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duction and fire protection, and has a built-in expert database and various information 

resources, which can be quickly linked to the emergency response department. When an 

emergency occurs, the intelligent plan system can retrieve a list of eligible plans based 

on the nature of the event, the scale of casualties, and the severity. These plans can pro-

vide a reference for the command staff when dealing with emergencies, in order to 

speed up the handling of emergencies and improve the effectiveness of handling emer-

gencies. Therefore, the requirements for information technology will be relatively high. 

The current informatization construction is not yet perfect, and it needs a long way to 

complete. 

  For the application of semantic-based Web services in thermal power, we use 

SWOT diagram to analyze the actual situation of the application. 

  SWOT analysis is an analysis method proposed by Kenneth R. Andrews, used to 

examine how an enterprise obtains (sustainable) competitive advantage in the market. 

SWOT comes from the abbreviation of 4 English word letters, which are strength, 

weakness, opportunity and threat. The S, W analysis mainly focuses on the comparison 

of the company's own strength and competitors, while the O, T analysis mainly focuses 

on the changing external SWOT analysis. It is pointed out that companies should devel-

op their internal advantages through the implementation of strategies to take advantage 

of the opportunities brought by the external environment Avoid the threats brought by 

the external environment and avoid the disadvantages within the enterprise, so as to ob-

tain the advantages of continuous competition. 

  The SWOT analysis method is used to analyze the internal advantages and disad-

vantages of thermal power development and external opportunities and challenges, thus 

forming a SWOT analysis matrix, synthesizing the four major factors, and formulating 

SO, ST, WO, WT strategies for semantic-based Web services Provide a reference for 

how to better develop in China. 

  SO: Usually, this development strategy is chosen when the organization faces exter-

nal opportunities and has internal and internal advantages. It encourages to fully seize 

external opportunities to seek new development paths, which is in line with the ad-

vantages of urban economic and social development. 

  WO: Usually, this development strategy is chosen when the organization faces ex-

ternal opportunities and lacks obvious internal and internal advantages. It encourages to 

fully seize external opportunities to effectively improve its own deficiencies, standard-

ize internal management and improve quality, and establish a good brand image. 

  ST: This development strategy aims to use the internal advantages of the organiza-

tion to resist the external threats of the royal family, encourage the full play of the inter-

nal advantages of the organization, and seek new development opportunities to avoid or 

mitigate possible external threats. 

  WT: In the case of serious external threats and serious external threats, in order to 

overcome or improve their own deficiencies, face and resolve external threats, usually 

apply WT strategy. 

  We draw SWOT matrix analysis of application of semantic Web service in thermal 

power plant to show clearly as table 5.1. 
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Table 5.1–SWOT matrix analysis of application of semantic Web service in thermal 

power plant 

 

 Strength Weakness 

1. Sharing apps 

2. Achieve the integration 

of information resources o

f the whole plant 

3. Conduct remote comma

nd and decision 

4. Provide a basis for man

agers to assist in decision-

making 

1. Relatively high cost 

2. The management model 

is not perfect 

3. Disconnection between 

power generation and op-

eration management 

Opportunities SO WO 

1. In the context of "Made 

in China 2025", it will be 

more helpful to promote the 

wisdom of thermal power 

enterprises and the con-

struction of smart power 

plants. 

1. Actively respond to the 

current power system re-

form and market situation, 

adapt to the new economic 

normal, and accurately 

judge the power reform 

situation 

1. Strengthen communica-

tion and cooperation with 

the government 

2. Strengthen the joint 

construction of local en-

terprises and commit to 

coordinated development 

Threats ST WT 

1. The current rise in coal 

prices has led to an increase 

in the cost of power genera-

tion, and energy conserva-

tion and consumption re-

duction in thermal power 

plants is very important 

1.Coordinate the relation-

ship between the plan and 

the market 

2. Strengthen mutual trust 

communication between 

the same industry 

3.Reserve talents who 

meet the requirements of 

the new reform situation 

1.Optimize fuel manage-

ment 

2.Building an intelligent 

production emergency 

command center 

3.Combining big data 

technology with the tradi-

tional power generation 

industry to improve the 

production management 

model of the power gener-

ation industry 

 

Internal factor 

Strategic analysis 

External factor 
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  From the SWOT form we can draw that we must seek new opportunities in reform, 

maintain technological innovation, and adapt to the new economic normal. Focus on 

scientific and technological innovation. 

 

   5.2 Gantt's schedule of actions for implementation of technology based on the 

         semantic Web services in work of thermal power plant 

 

  Gantt chart is a management tool invented by American management scientist Hen-

ry Laurence Gantt to indicate the progress of project work with lines, which is mostly 

used in project management [54]. In this section, we use the Gantt chart to show the 

work of our thesis as follows in the table 5.2.  
 

Table 5.2–Gantt's schedule 

 
 

Research and 

Project stages 

 

Performers 

Period of implementation of the project 

2019 - 2020, month 

9 10 11 12 1 2 3 4 5                    

1 2 3 

1. Development  

of introduction. 

Y.Sang          

2.Search on semantic 

Web 

Y.Sang          

3.Project to determine Y.Sang          

4.Model design Y.Sang          

5.The analysis model Y.Sang          

6. Calculate data Y.Sang          

7. Analyze data Y.Sang          

8.Collect SWOT  

materials 

Y.Sang 

Professor A. Alabugin. 

Senior lecturer 

R.Alabugina. 

         

9.SWOT analysis Y.Sang, 

Professor A. Alabugin. 

Senior lecturer 

R.Alabugina. 

         

10.Gantt'schedule Y.Sang, 

Professor A. Alabugin. 

Senior lecturer 

R.Alabugina. 

         

  We give the progress of the work through the Gantt chart. The work schedule can be 

seen from the Gantt chart. 
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  5.3 Summary of this chapter 

 

  The advantages, disadvantages, opportunities and challenges of thermal power gen-

eration are introduced, and the SWOT table is used to analyze the application of seman-

tic Web service-based technology in thermal power plants. Finally, a Gantt chart is dis-

played for our thesis workflow. 
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6 SUMMARY AND OUTLOOK 

 

  6.1 Summary 

 

  With the substantial increase in the number of Web services, the question now is 

how to quickly and accurately discover services and meet user needs. Existing seman-

tic-based Web service discovery usually uses a hybrid approach, first performing se-

mantic matching on the ontology level, and then adopting other methods (keyword-

based matching, structure-based analysis) when the semantic matching fails to compen-

sate for this defect In the process of remediation, because the existing methods do not 

accurately reflect the similarity between the two concepts, the accuracy of Web service 

discovery is not high. 

  When a service requester makes a request, in the face of a large number of Web ser-

vices in the service registration center, it is necessary to classify a large number of ser-

vices, because most of the services are far from the requester's services. In this paper, 

subject modeling is performed on the characteristics of service description, and then 

cluster processing is performed to narrow the search range of service requesters, reduce 

the processing time of the system, and increase the speed of service matching. On the 

basis of reducing the matching time through the clustering algorithm, the concept simi-

larity calculation method is used to further calculate the semantic distance between the 

requested service and each service in the service cluster. Compared with sequence 

matching, the efficiency of Web service matching is improved. 

  The main research content of this paper is to face the problem of semantic Web ser-

vice discovery, and it is expected to improve the clustering algorithm service by com-

bining the document-topic model to perform service discovery. The main contributions 

are: 

  1. Search the concepts that are most similar to the vocabulary vector in the word 

vector model of the Wikipedia English corpus trained in word2vec, and then use the 

synsets of these concepts as expansion words to complete the expansion of the vocabu-

lary vector. Calculate the IF-IDF value of each word, filter it, and reduce the vector di-

mension. 

  2. Through text expansion, transform short text topic modeling into long text topic 

modeling, combine the knowledge of corpus, and use the latent semantic information of 

the corpus to obtain the information of the document at the topic level. Make the LDA 

algorithm improve the accuracy and stability of topic mining. 

  3. Clustering operations are performed on the massive services on the service regis-

tration platform. Based on the traditional HK clustering algorithm, an improved KMHC 

clustering algorithm is proposed, and the Mahalanobis distance formula is adopted for 

the problem of the total number of samples and the dimension of the sample. , And the 

introduction of contour coefficients, overcoming the sensitivity of the K-means algo-

rithm to the initial clustering center; at the same time, it improves the problem that the 

hierarchical clustering algorithm is particularly computationally intensive and has a 

slow processing speed. According to the service description information, the Web ser-
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vice is divided into K cluster clusters. Each cluster cluster has a service as a cluster cen-

ter. By calculating the distance between the requested service and this service, the clus-

ter to which the requested service belongs can be determined. Finally, through the se-

mantic similarity method based on ontology concept, the function matching is per-

formed, and the services that meet the requirements are returned from the obtained clus-

ters, thereby improving the efficiency of service discovery. 

  4. Introduce the use of semantic Web service technology in thermal power plants, 

and use SWOT table to analyze the advantages and disadvantages of semantic Web ser-

vice-based technology, analyze the opportunities and threats of applying technology in 

the work of thermal power plants, and finally target our thesis workflow made a Gantt 

chart display. 

 

  6.2 Outlook 

 

  Due to objective factors such as ability and time, there are many aspects that can be 

improved in this paper. The method proposed in this paper only considers the function 

of Web services, and different service requesters have different requirements for the re-

quested service quality. This paper does not include service quality in the measurement 

scope. Service quality attribute matching can meet the special needs of users, thereby 

meeting the higher-level needs of users. The next step is to combine service price, relia-

bility and response time with service discovery, calculate the quality of service, and 

provide users with more reliable services. At the same time, due to the limitation of ser-

vice data, it has not been able to carry out experimental verification on sufficient data 

sets. The next step will expand the field of application of the method in this paper. 
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CONCLUSIONS 

 

  The main research content of this paper is to face the problem of semantic Web ser-

vice discovery, and it is expected to improve the clustering algorithm service by com-

bining the document-topic model to perform service discovery. This article is divided 

into five chapters for presentation. The specific content and organizational structure are 

as follows. 

  Chapter 1 is the introduction. It mainly introduces the background of service dis-

covery, research purpose and research significance. At the same time, it introduces the 

research status at home and abroad. It summarizes the achievements and shortcomings 

in the process of service discovery. 

  Chapter 2 is related theory of semantic Web services. This chapter focuses on the 

theoretical knowledge related to semantic Web services. First, the related theories of 

Web services are introduced. Web services are software modules that run on the net-

work, are service-oriented, and are based on distributed programs. They are extensions 

of existing applications to the Internet. Secondly, it introduces the Semantic Web Ser-

vice. Semantic Web Service is a combination of Semantic Web technology and Web 

service technology, which enriches the semantic information of Web services and facili-

tates computer understanding and storage. Finally, the semantic web service similarity 

is introduced based on semantic distance, information content, and attribute, which pro-

vides a theoretical basis for the following specific applications. 

  Chapter 3 mainly implements a pre-processing of the service description document, 

mainly realizes the service name, service description, input, output and other infor-

mation of the OWL-S document obtained by Jena, and performs text pre-processing. 

Then use Word2Vec to expand the semantics of the service description, and then estab-

lish a document-topic model based on LDA to prepare for the next chapter for service 

clustering. 

  Chapter 4 mainly proposes a KMHC Clustering clustering algorithm combined 

with the document-topic model on the basis of the original clustering algorithm. Simi-

larity calculation, further screening out services that meet the requirements, giving a 

framework for service discovery, and doing experimental analysis. 

  Chapter 5 analyzes strong and weaknesses of technology based on the semantic   

WEB services, opportunities and threats of its application use of technology in work of 

thermal power plant. Gantt's schedule of actions for implementation of technology 

based on the semantic web services in work of thermal power plant. 

  Chapter 6 gives summary and prospect. Summarize the work of the full text, and 

put forward ideas and prospects for further research in the future. 
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